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Abstract
According to 2010–2014 Fatality Analysis Reporting System (FARS) data, nearly 6.35% of fatal crashes happened as a result of
vehicles’ pre-existing manufacturing defects. The National Highway Traffic Safety Administration’s (NHTSA) vehicle complaint
database incorporates more than 1.37 million complaint reports (as of June 1, 2017). These reports contain extended infor-
mation on vehicle-related disruptions. Around 5% of these reports involve some level of injury or fatalities. This study had
two principal objectives, namely (1) perform knowledge discovery to understand the latent trends in consumer complaints,
and (2) identify clusters with high relative reporting ratios from a large contingency table of vehicle models and associated
complaints. To accomplish these objectives, 67,201 detailed reports associated with injury or fatalities from the NHTSA vehi-
cle complaint database were examined. Exploratory text mining and empirical Bayes (EB) data mining were performed.
Additionally, this study analyzed five years (2010–2014) of FARS data to examine the research findings. Results show that
major vehicular defects are associated with air bags, brake systems, seat belts, and speed controls. The EB metrics identified
several key ‘vehicle model with major defect’ groups that require more attention. This study demonstrates the applicability of
consumer complaints in identifying major vehicular defects as well as key groups of ‘vehicle model with major defect.’ The find-
ings of this study will provide a significant contribution to the reduction of crashes from vehicle-related disruptions. The
research presented in this paper is crucial given the ongoing advancement of connected and automated vehicle technologies.

Traffic safety is a major concern because of the economic
and social costs of traffic crashes. According to National
Safety Council (NSC), more than 40,000 people died in
traffic crashes in 2016, which is the highest count since
2007. This count is a 6% rise from 2015 and is up 14%
from the 2014 figure. The estimated annual death rate is
1.25 deaths per 100 million vehicle miles traveled, an
increase of 3% from 2015. The estimated cost of motor-
vehicle deaths, injuries, and property damage in 2016 was
$432.5 billion, an increase of 12% from 2015 (1). The
costs include wage and productivity losses, medical cost,
administrative prices, employer costs, and property dam-
age costs. These statistics make Vision Zero goals diffi-
cult to attain. Countless research efforts on conventional
crash data have been conducted to understand better the
factors that influence the frequency and severity of
crashes and to provide more effective safety-related coun-
termeasures. However, the number of crashes is still at an
unacceptable level, which is evident by the sharp rise in
fatalities in the last two years. This shows that, in addi-
tion to current efforts, research needs to be conducted

with additional resources and in newer directions. Newer
sources of data (for example, naturalistic driving data,
U.S. census demographic data, American Community
Survey, National Highway Traffic Safety Administration
[NHTSA] consumer complaints data) can fill the current
research gap.

According to 2010–2014 Fatality Analysis Reporting
System (FARS) data, in nearly 6.35% of fatal crashes,
vehicles’ pre-existing defects were involved (2). A limited
number of studies were conducted to identify risk factors
from vehicle defects. An in-depth analysis of the vehicle
defect-related issues would help in understanding the
association between vehicle condition and automotive
safety. The NHTSA vehicle complaint database (3)
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incorporates more than 1.37 million complaint reports
(as of June 1, 2017). Around 5% of these reports involve
some level of injury or fatalities. The complaints file con-
tains all safety-related defect complaints received by
NHTSA since January 1, 1995. This research sought to
better understand the implications of the correlations
present across injury outcomes in the vehicular complaint
database. The current study design has two major goals:
(1) conduct knowledge discovery to identify the latent
trends from consumer complaints, and (2) detect clusters
with high relative reporting ratios from a large contin-
gency table of vehicle models and associated complaints.
To accomplish the research goals, this study performed
exploratory text mining and empirical Bayes (EB) data
mining.

Earlier Work and Research Context

A limited number of studies exist where the relationship
between vehicle defects and associated safety implications
are studied. Moodley and Allopi performed a random
survey of parked vehicles to investigate if the vehicles
were adequately safe for driving (4). They conducted the
observational study without touching the vehicles, and
found that 24% of them had tire defects and 11% of
them had defective lights. In order to devise methods to
evaluate vehicles for safety it may be important to find if
vehicle defects are contributing factors to crashes and, if
so, which defects are most prominent. In the past, defects
in the brake system or tires have been cited as the most
frequent cause of crashes (5). Wolf found in 1962 that
6% of crashes in trucks were as a result of mechanical
failure, and the Road Research Laboratory in the United
Kingdom (UK) found that vehicle defects caused at least
18% of crashes (6). Researchers have found through
crash reconstruction that vehicle defects contributed to
9% of the crashes (7).

More recently, Cuerden et al. investigated the effects
of vehicle defects in traffic crashes (8). This study esti-
mated that vehicle defects are likely to be a contributing
factor in around 3% of crashes in the UK. The findings
also showed that reducing the frequency of testing of
newer vehicles is likely to have adverse road safety conse-
quences. Schoor and Niekerk attempted to establish the
contribution of mechanical failures in traffic crashes (9).
Data obtained from accident response units indicate that
tires and brakes were the main contributors to mechani-
cal failures resulting in crashes. Barry et al. found that
the air bag is effective for the survival of vehicle occu-
pants in case of a crash. This implies that in the event of
a crash, occupants in vehicles with a defective air bag
system would have lesser protection and a higher chance
of trauma. Barry et al. also found that the effectiveness

of the air bag becomes less clear when seat belts are
employed (10).

The NHTSA complaint data have great potential for
identifying how a particular vehicle defect is related to
crash outcome, as data regarding many instances of vehi-
cle defects are available. With the NHTSA vehicle con-
sumer complaint data, the frequency of the combination
of vehicle defects and crash severity (no injury, less severe
injury, or fatality) can be studied. In recent years, several
studies have incorporated text mining in transportation
engineering research: consumer complaint analysis (11,
12), understanding public sentiments on safety enhance-
ment and bike sharing (13, 14), identifying research
trends from transportation engineering conference papers
and journals (15–19), crash narrative investigation (20–
23), text analytics using social media mining (24–27), and
teen driver survey (28). Ghazizadeh et al. used text min-
ing and latent Dirichlet analysis to examine the hidden
trends in the NHTSA complaint database. The analysis
was done using data from January 1995 to June 2012
over a small sample of 2000 comments (11).

This paper is unique in several aspects: (1) the com-
plete data set of vehicle defect complaints involving some
level of injury or fatalities is used instead of a sample, (2)
complaint data are contrasted with FARS data to ensure
complaint data is not biased because of under-reporting,
and (3) the analysis goes beyond that of Ghazizadeh
et al. (11) by analyzing a large contingency table com-
prising vehicle defects and occurrence of crashes.

Methodology

To accomplish the research goals, the current study is
divided into two major tasks: (1) perform descriptive sta-
tistics and text mining to determine latest trends in com-
plaint texts and associated data, and (2) conduct EB data
mining to identify key groups of ‘‘vehicle model with
complaint’’ from a large contingency table with 67,201
complaint reports.

Descriptive Statistics and Text Mining

The data used in this research are based on consumer
provided complaints collected by NHTSA. As of June 1,
2017, this database incorporates more than 1.37 million
complaint reports in structured form with 33 variables.
Around 5% of these reports involve some level of injury
or fatalities. The complaints file contains all safety-
related defect complaints received by NHTSA since
January 1, 1995. Table 1 lists the descriptions of the final
variables. The number of reports associated with some
level of injury or deaths is 67,201 (around 4.9% of total
complaint entries). However, approximately 25% of
those complaint reports with injury or death are not
associated with traffic crashes.
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Figure 1 shows key risk factors from three data
sources: (1) dataset 1 [NHTSA: FI]: 1995–2017 NHTSA
complaint data with severities (both crash and no crash
incidents), (2) dataset 2 [NHTSA: FI+ Crash]: 1995–
2017 NHTSA complaint data with severities (only traffic
crash incidents; subset of dataset 1), and (3) dataset 3
[FARS]: 2010–2014 FARS data. NHTSA provides two
columns on complaints. ‘‘COMPDESC’’ provides short
and specific problem-related complaints, and
‘‘CDESCR’’ provides a detailed description of the com-
plaints. Risk factors from NHTSA were performed by
the sentence stemming (identifying the key theme)
method. In 2010–2014 FARS data (dataset 3), 224,319
vehicles were involved in fatal crashes. Of these, 14, 222
vehicles (around 6.35%) had vehicular defects. FARS
uses a variable named ‘‘MFACTOR’’ to classify vehicle
defects. NHTSA database shows that ‘‘air bag’’ is the
most dominant attributor to crash. FARS does not
include ‘‘air bag’’ in ‘‘MFACTOR’’ classification. It has
separate coding for ‘‘air bag’’ deployment. FARS shows
that around 38% of fatal crashes involve an ‘‘air bag’’
deployment issue, which is similar to what the NHTSA
complaint data show. ‘‘Brake system’’ is the dominant
attribute in all three data sources. ‘‘Tire/Wheels’’ is the
second most significant factor in FARS crashes, which is

also among the top five factors in dataset 1 and dataset
2. The top five risk factors (‘‘air bags,’’ ‘‘brake system,’’
‘‘vehicle speed limit,’’ ‘‘seat belts,’’ and ‘‘tires/wheels’’) con-
tribute to 62% of all reports in dataset 1. Dataset 2
shows that top five risk factors (‘‘air bags,’’ ‘‘brake sys-
tem,’’ ‘‘seat belts,’’ ‘‘seat,’’ and ‘‘vehicle speed limit’’) are
included in 77% of all reports. This is corroborated by
Schoor and Niekerk, who found that defects in tires and
brake system were the two most dominant factors that
resulted in mechanical failure leading to a crash (9).

Dataset 1 and dataset 2 require further exploration for
a clear understanding of the percentage distribution of
the key categories. These two databases (involve severi-
ties irrespective of crash or no crash involvement) have
five major contributing factors: airbag, seat/seat belts,
braking system, speed control, and tires/wheels (as listed
in Table 2). For airbag-related complaints, two major
groups (airbags, and airbags: frontal) contribute nearly
95% of the complaints. Similarly, the top three categories
(tires, tires: tread/belt, and wheels) comprise 95% of the
tire or wheel-related complaints. Vehicle speed control
and accelerator pedal are the dominating categories in
the speed control variable. Hydraulic brake failures are
the key contributing category in braking system com-
plaints. Seats and seat beats contribute nearly 60% of the

Table 1. Description of the Variables

Code Description Categories

MAKETXTa Vehicle/equipment make –
MODELTXTb Vehicle/equipment model –
YEARTXTc Model year 9999 if unknown
CRASH Was vehicle involved in a crash ‘‘Yes’’ or ‘‘No’’
INJURED Number of persons injured –
DEATHS Number of fatalities –
COMPDESC Specific component’s description –
CDESCR Description of the complaint –
CMPL_TYPEd Source of complaint code CAG = consumer action group

CON = forwarded from a congressional office
DP = defect petition
EVOQ = hotline VOQ
EWR = early warning reporting
INS = insurance company
IVOQ = NHTSA web site
LETR = consumer letter
MAVQ = NHTSA mobile app
MIVQ = NHTSA mobile app
MVOQ = optical marked VOQ
RC = recall complaint
RP = recall petition
SVOQ = portable safety complaint form (pdf)
VOQ = NHTSA vehicle owners questionnaire

a,b,cCombined together for Vehicle Model for EB data mining.
dIn the final dataset, the complaint code is divided into three broader groups: H_VOQ = hotline vehicle owner’s questionnaire (VOQ) [original code:

EVOQ]; NHTSA = NHTSA web site [original code: IVOQ]; other = other complaint codes [original codes: CAG, CON, DP, EWR, INS, LETR, MAVQ,

MIVQ, MVOQ, RC, RP, SVOQ, VOQ].
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seat/seat belt complaint cases. Front seats and front seat
belts comprise 40% of the seat/seat belt complaint cases.
Future studies can focus on any of these major factors to
identify more insights from the complaint database.

A comparison word cloud helps in studying the differ-
ences or similarities between two or more corpora by pre-
senting the word cloud of each against the other (29).
Consider that px, y is the rate at which word x occurs in

document y, and py is the average rate across documentsP
y

px, y

n

� �
, where n is the number of documents. In com-

parison clouds, the size of each word is mapped to its max-

imum deviation (maxx px, y � py

� �
A=pr2) and its angular

position is determined by the document in which that
maximum occurs (15). For this analysis, the research team
used complaint texts by broadly dividing them into two
groups: crash, and no crash. Figure 2a shows comparison
cloud for the corpora developed with vehicle models, and
Figure 2b shows the comparison cloud for the corpora
developed with vehicle complaints. The centrality of the
word positioning indicates the presence of a centered word
in both corpora. In Figure 2a, ‘‘unknown’’ and ‘‘Toyota’’
are dominant and central words in the ‘‘No Crash’’ group.
This indicates that these two words are present in both
groups, but the probability of presence in ‘‘No Crash’’
group is higher than in ‘‘Crash’’ group data (word frequen-
cies were normalized before generating the word cloud).

In Figure 2b, dominant and central words are ‘‘air,’’
‘‘bags,’’ ‘‘speed,’’ ‘‘service,’’ ‘‘frontal,’’ and ‘‘structure.’’
Five of these words fall in the ‘‘No Crash’’ group. Only

Figure 1. Comparison of major risk factors between NHTSA complaints and FARS.

Table 2. Top Categories under Major Complaints in NHTSA
Compliant Databases

Complaint category Percentage

Major complaint: airbag
Air bags: frontal 47.2
Air bags 47.0
Air bags: side/window 4.7
Air bags: frontal: sensor/control module 0.7
Air bags: frontal: driver side inflator module 0.4

Major complaint: seat/seat belts
Seat belts 31.9
Seats 28.2
Seats: front assembly: recliner 15.8
Seat belts: front: anchorage 13.2
Seat belts: front: retractor 10.8

Major complaint: tires/wheels
Tires 52.3
Tires: tread/belt 30.4
Wheels 12.2
Tires: sidewall 3.5
Wheels: lugs/nuts/bolts 1.6

Major complaint: speed control
Vehicle speed control 84.8
Vehicle speed control: accelerator pedal 8.8
Vehicle speed control: linkages 3.0
Vehicle speed control: cruise control 2.4
Vehicle speed control: cables 1.0

Major complaint: brakes
Service brakes, hydraulic: antilock 41.5
Service brakes 25.9
Service brakes, hydraulic 18.9
Service brakes, hydraulic: foundation components 11.2
Parking brake 2.4
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the word ‘‘structure’’ is inside the cloud boundary of
‘‘Crash’’-related words. The findings indicate that the
word group ‘‘air bags’’ is common in both corpora, but

the probability of presence in ‘‘No Crash’’ is relatively
higher. It also shows that body or structure, engine sys-
tem, seat, and visibility are the dominant risk factors in

Figure 2. Comparison word clouds: (a) vehicle model; (b) customer complaints; (c) customer complaints clustered by complaint
resources.
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the ‘‘Crash’’ group. Figure 2c shows comparison cloud
for three groups based on the major complaint code.
‘‘Air,’’ ‘‘bag,’’ ‘‘frontal,’’ ‘‘tires,’’ ‘‘structure,’’ ‘‘belt,’’
‘‘body,’’ and ‘‘electrical’’ are the words with larger fonts.
Most of these larger font words are in the center that
represents their presence in all of the clusters.

Another approach is to examine the word frequencies of
each corpus (as shown in Figure 3). Words that are close to
the line in these plots have similar frequencies in both sets
of texts, for example, in both ‘‘Hotline VOQ vs. Others’’
and ‘‘NHTSA website vs. Others’’ texts (‘‘air,’’ ‘‘front bags,’’
‘‘bags,’’ ‘‘brakes’’ at the upper frequency end). Words that
are far from the line are words that are found more in one
set of texts than another is. For example, ‘‘unknown’’ word
is a little far away from the center line in the ‘‘Hotline VOQ
vs. Others’’ group (this word is not visible in ‘‘NHTSA web-
site vs. Others’’ texts). The findings show that ‘‘Hotline
VOQ’’ are associated with emergent defects like ‘‘tire,’’
‘‘seat,’’ and ‘‘engine,’’ and ‘‘NHTSA website’’ complaints are
associated with the body or structural (‘‘structure,’’ ‘‘bolts,’’
and ‘‘lighting’’) complaints.

Empirical Bayes Data Mining

The final NHTSA complaint database is a large contin-
gency table. The association between complaints and
vehicle model were analyzed using the EB geometric

mean (EBGM) method, which is an association rules
learning (ARM) method. ARM is a rule-based machine
learning method that is used for discovering interesting
connections between variables in a large frequency table.
ARM was widely used in transportation safety research
(30–35). Interested readers can consult for a short over-
view on the concepts of ARM.

The EBGM method helps to identify how significant
is the frequency of an outcome given that it has a high
occurrence. For example, it would help identify how sig-
nificant is the occurrence of a certain defect in the vehicle
given its model and model year. Complaint data may be
affected by reporting bias, and therefore the association
of complaints and vehicle model may not reflect the
actual situation. However, the result of this analysis will
create direction to further investigate the vehicle model
and the occurrence of the given corresponding defects.

The analysis presented in this paper is performed using
open source R package openEBGM, which estimates the
significance of unusually large cell counts in large, sparse
contingency table (36, 37). This method can be used to
find unusually high reporting rates of vehicle defects
associated with the vehicle model.

Contingency tables can be analyzed using relative
reporting ratio RR that is expressed by N=E, where N is
the real count for the cell in the table and E is the
expected frequency with an assumption of independency

Figure 3. Comparing word frequencies of corpora based on complaint code.
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of rows and columns. However, RR tends to overstate
the significance of a count when the real count is small.
The EBGM method can be thought as a Bayesian
approach to RR since EBGM adds Bayesian shrinkage
corrections to RR such that high values that result from
low E and low N are no longer identified as significant.
Small N could occur by chance and N=E becomes high
while it is not significant. The EB approach shrinks large
RR toward 1 (the null hypothesis value) when N is small.
The shrinkage is smaller for large counts and becomes
almost negligible for very large counts. Therefore, the EB

approach provides more stable results as compared with
the RR measurement. The EB approach also accounts for
sampling variation.

Theory. Consider a contingency table with cell count Nij

that follows a Poisson distribution with unknown mean
mij. Here i and j represent row and column numbers
respectively. To evaluate cell counts Nij, baseline or null
hypothesis frequency, Eij for each cell should be defined
along with a statistical measure to rank cells according
to their significance. A stratification variable, k is also
defined to utilize the within group correlation. Consider
the following group of equations defining Eij:

Nij =Nij:=
X

k

Nijk ð1Þ

Ni:j =
X

j

Nijk ð2Þ

N:jk =
X

i

Nijk ð3Þ

N::k =
X

i

X
j

Nijk ð4Þ

Eij =
X
jk

Ni:kN:jk

N::k
ð5Þ

Eij is the expected count assuming that the rows and
columns variables are independent conditional on strati-
fication variable. Consider lij =

mij

Eij
as the decision statis-

tics for evaluating unusually large frequencies for each
cell in the contingency table. The statistic l is drawn
from a mixture of two gamma densities with (a1,a2) and
(b1,b2) as the shape parameters and rate parameters and
P as proportion constant of the two densities. Prior
probability density for l is given by p(l; a1,b1,a2,
b2,P=P 3 g l; a1,b1ð Þ+ 1� Pð Þ3 g l; a2,b2ð Þ where g
is gamma distribution. The resultant density is a five
parameter probability density function. Assuming that
E,a1,b1,a2,b2, and P are known, the marginal distribu-
tion of N follows a mixture of two negative binomial dis-
tributions. Consider EBlog2ij, the posterior expectation
of log2 lij

� �
as the Bayesian version of RR. It can be

derived in the following form:

E log lð ÞjN = n½ �=Qn c a1 + nð Þ � log b1 +Eð Þ½ �
+ 1� Qnð Þ c a2 + nð Þ � log b2 +Eð Þ½ �

ð6Þ

where c is digamma function, the derivative of
log G :ð Þ½ �, and Qn is the posterior probability that l came
from the first component of the mixture, given N = n.

For large values of E and N=E, c(n) approaches

log nð Þ, then EBlog2ij or EB log lð ÞjN = n½ � approaches
log a+Nð Þ � log b+Nð Þ, or log N=E

� �
or log RRð Þ.

However, when E and N=E are not large, EBlog2ij would

shrink toward a lower value. Finally, to make EBlog2ij
of the same scale as RR and obtain a value that is easily
comparable and interpretable, DuMuchel computes
EBGM (EBGMij), the geometric mean of EBlog2ij. It is

given by the equation EBGMij = 2EBlog2ij . In EB methods,

choice of prior parameters is obtained from the data
themselves. In this methodology, a1;b1;a2;b2; and P are
obtained by maximizing the likelihood of these para-
meters taken together. This likelihood is the marginal
distribution of Nij.

Model and Estimates. A significantly large proportion of
vehicle owners’ complaints were identified using an R
package openEBGM , which uses an EB data mining
approach developed by DuMouchel. The EBGMmethod
provides information about the significance of frequency
of a given combination of effect and response in the con-
tingency table. It works well even with very large but
sparse tables. The final database contains 67,201 com-
plaint records. There are 37,312 unique combinations of
‘‘Variable 1-Variable 2’’. Table 3 lists the variable used
for the final analysis.

The variables are strata used for the modeling:

� Variable 1: Vehicle model (code developed by com-
bining MAKETXT, MODELTXT, YEARTXT)

� Variable 2: Vehicle defect (COMPDESC)
� Strata 1: Crash involvement (CRASH)
� Strata 2: Complaint code (CMPL_TYPE)

The first step is to conduct actual counts of each vehi-
cle model and defect combination, expected counts Eð Þ
under the row/column independence assumption, RR,
and proportional reporting ratio PRRð Þ: Stratification is
beneficial in controlling confounding variables. For
instance, complaints are affected by different complaint
submission methods or whether the complaints were
associated with crashes or not. Stratification will affect E

and RR, but not PRR. The Es are calculated by summing
the expected counts from every stratum. Ideally, each
stratum should contain several unique reports to ensure

Das et al 7



good estimates of E. The actual counts (N ) and expected
counts (E) are used to estimate the hyperparameters of
the prior distribution. A large contingency table will have
many cells, resulting in computational difficulties for the
optimization routines needed for estimation. Data
squashing transforms a set of 2-dimensional points to a
smaller number of 3-dimensional points. The idea is to
reduce a large number of points (N ,E) to a smaller num-
ber of points (Nk ,Ek ,Wk), where k = 1, . . . ,M and Wk is
the weight of the kth ‘‘superpoint’’. To minimize infor-
mation loss, only points close to each other should be
squashed. To determine the hyper parameters efficiently,
around 10% of the reports were used for squashed data.
The hyper parameters are estimated by minimizing the
negative log-likelihood function. The optimized hyper
parameters are (a1,b1,a2,b2,P) = (2.323 10–08, 0.1052,
10.0441, 9.9493, 0.3362). EBGM is a measure of central
tendency of the posterior distributions lijjN = n. Scores
much larger than 1 indicate vehicle model and complaint
event pairs that are reported at an unusually high rate.
Table 3 lists the top 10 combination groups with high
PRRs.

EBGM is the antilog of the mean of the ln-
transformed posterior distribution. It can be used as a
measure of central tendency of the posterior distribution.
The EBGM scores indicate adjusted estimate for the
relative reporting ratio. For example, ‘‘Ford-Explorer
(2002) - Structure: Body: Hatchback/Liftgate: Hinge and
attachments’’ pair has an EB score of 55.14. The interpre-
tation is that this pair occurs in the data 55.14 times
more frequently than expected under the assumption of
no association between the vehicle model and complaint.
The 5% and 95% quantiles of the posterior distributions
can be used to create two-sided 90% credibility intervals
for lij, given Nij. As a result of the Bayesian shrinkage
property, the EB scores are much more stable than RR

for small counts. Table 4 lists the top 20 combination
groups with high EBGM and quantiles (the list is sorted
in descending order based on quantile 5% values).

Figure 4 illustrates the values of Table 4 for easy
interpretation.

A closer look at these vehicle model–complaint combi-
nations can be helpful in identifying combination groups
that may need further investigation. It is important to
note that the EB scores find statistical associations, not
causal relationships of any kind. Future investigations
are required before a solid quantification of the scale of
adverse effects of these combination groups can be per-
formed. It is interesting that except one recent vehicle, all
of the vehicles are older vehicles. As the new vehicles
have been available to people for fewer years, these vehi-
cle models would usually not show up in the top 20
groups. The authors envision using this database for
future exploration to investigate whether there are other
plausible reasons.

Conclusion

All vehicles depreciate in performance over time, which
can have an adverse effect upon safety and roadway
environment. Crashes are random incidents, and crashes
associated with vehicle defects are more infrequent.
Conventional crash reports do not include vehicle defects
in detail. The NHTSA complaint database can be helpful
in filling the current knowledge gap in identifying vehicle
defects associated with crashes. The paper presented an
analysis of a high-level evaluation of risk factors associ-
ated with vehicle defects. This analysis is based on the
part of NHTSA consumer complaint database that
includes records involving either injury or deaths. Some
of the findings were compared with the FARS database.

The study has concluded that:

� The vehicle defects are likely to be a contributing
factor for severe crashes for nearly 5% of the com-
plaint database. For FARS, the rate is slightly
higher. Vehicle defects contribute to 6.35% of all
fatalities in FARS.

Table 3. Top 10 Combination Groups with High PRRs

Vehicle model/component model Complaint E RR PRR EBGM

Accubuilt-Limousine (2001) Wheels: rim 0.0018 1110.1 1080.94 1.16
Aai Motorsports-Combination Lamps (unknown) Equipment: motorcycle: helmets 0.0020 1009.18 1015.44 1.16
Acura-Acura (1999) Seats: mid/rear assembly 0.0005 2018.36 957.44 1.06
A-1 Alternative Fuel Syst-Cng Fuel System (unknown) Equipment: electrical 0.0043 231.46 744.68 1.06
Ace Electric-Ace (unknown) Equipment: electrical 0.0043 231.46 744.68 1.06
Acura-Acura (1996) Suspension: front: control arm:

lower ball joint
0.0015 648.17 609.28 1.06

Ac Delco-18M615 (unknown) Electrical system: battery 0.0029 347.19 478.71 1.06
Accessory-Helmet (unknown) Equipment: other: labels 0.0046 217.95 462.19 1.06
Accubuilt-Limousine (2001) Parking brake 0.0067 300.03 331.77 1.16
Ac Delco-45A3073 (unknown) Equipment: mechanical 0.0073 137.05 272.43 1.06
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� Both NHTSA and FARS show that air bags were
deployed significantly (around 35%) in severe
crashes.

� Tire/wheel was found as a key contributing factor
in FARS data, but not in NHTSA complaints.
The findings of FARS are in line with Schoor and
Niekerk’s study (9).

� The comparison cloud for vehicle models shows
that some vehicle models were overrepresented in
the ‘‘crash’’ group, although this study implies an
association, not causation.

� According to NHTSA complaints, the key factors
of vehicular defects include ‘‘air bags,’’ ‘‘brake sys-
tem,’’ ‘‘seat belts,’’ and ‘‘speed control.’’ ‘‘Seat belt’’
and ‘‘brake system’’ were not found as key contri-
buting factors in FARS. ‘‘Brake system’’ was
found to be a key contributing factor in Schoor
and Niekerk’s study (9). These findings require
further investigations.

� The NHTSA complaint database forms a large
contingency table with 37,312 unique combination
group records associated with vehicle model and
complaint type. Simple count analysis will not con-
sider the effect of other strata and additional local
and global effects. EBGM is an appropriate tool
for analyzing such database. By using EBGM, this
study identifies the top 20 combination groups that
were more likely to be associated with higher risks.

The findings from the NHTSA complaint data are
based on reporting rates and not occurrence rates of a
certain combination of vehicle and defects. This is
because, unlike FARS data, NHTSA complaint data can
suffer from under-reporting. Nevertheless, since the sum-
mary parameters (such as key defects associated with
crashes and percentage of severe crashes involving vehi-
cle defects) from both NHTSA complaint data and
FARS data are comparable, the NHTSA data can be
assumed to be a representative sample of the population
of vehicle defects and crash data. Consequently, the
results obtained from EB data mining provide a signifi-
cant contribution to the area of safety in reducing
crashes from vehicular manufacturing defects. Future
studies with different subset data from NHTSA com-
plaints (for example, tire or fuel system complaints; vehi-
cle service life; restraint) could add value to the related
research areas. With the advancement of connected and
autonomous vehicle technologies, research such as that
presented in this paper might be critical in maximizing
the benefits of these technologies while minimizing
system malfunctioning and associated injuries and
fatalities.

This study aimed to play the role of a starting point in
conducting research by performing both text mining and
EBGM in analyzing complex datasets like the NHTSA
vehicle consumer complaint database. This study can
open doors for future studies on this database, which has

Table 4. Problem Groups with High EBGM Scores and Quantiles

Vehicle model/component model Complaint EBGM Quantile 5% Quantile 95%

Ford-Explorer (2002) Structure: body: hatchback/liftgate: hinge and attachments 55.14 41.69 71.82
Jeep-Grand Cherokee (1998) Power train: automatic transmission: park/neutral start

switch
44.38 36.54 53.48

Jeep-Grand Cherokee (1999) Power train: automatic transmission: park/neutral start
switch

40.13 27.8 56.43

Jeep-Grand Cherokee (1996) Power train: automatic transmission: park/neutral start
switch

34.01 26.26 43.47

Jeep-Grand Cherokee (2001) Power train: automatic transmission: park/neutral start
switch

39.94 26.22 58.81

Jeep-Liberty (2002) Suspension: front: control arm: lower ball joint 40.41 26.16 60.21
Hyundai-Veloster (2012) Visibility: sun roof assembly 44.53 25.4 73.86
Jeep-Grand Cherokee (1997) Power train: automatic transmission: park/neutral start

switch
32.34 24.14 42.59

Volkswagen-Jetta (2002) Seats: front assembly: seat heater/cooler 29.16 21.77 38.41
Pontiac-Trans Sport (1996) Engine and engine cooling 38.14 21.69 63.94
Volkswagen-Passat (2003) Seats: front assembly: seat heater/cooler 30.24 21.45 41.66
Volkswagen-Jetta (2003) Seats: front assembly: seat heater/cooler 27.09 20.03 35.98
Chevrolet-S10 (2000) Structure: body: tailgate: hinge and attachments 35.2 19.9 59.75
Toyota-Sienna (2004) Structure: body: hatchback/liftgate: support device 25.69 18.35 35.18
Firestone-ATX (unknown) Tires: tread/belt 21.7 16.64 27.89
Firestone-Wilderness (unknown) Tires: tread/belt 20.91 16.29 26.52
Chevrolet-Suburban (1994) Service brakes, hydraulic: antilock 22.08 15.87 30.05
GMC-Jimmy (1994) Service brakes, hydraulic: antilock 15.78 23.46 33.85
Toyota-Sienna (2004) Latches/locks/linkages: hatchback/liftgate: lock 15.7 25.04 38.39
Jeep-Grand Cherokee (1995) Power train: automatic transmission: park/neutral start

switch
15.53 22.43 31.54
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not been explored in depth in earlier studies. The current
study has several limitations. This study has not used the
complete database of NHTSA vehicle consumer com-
plaints; rather, it used complaint cases that involve at
least one injury. An extended analysis on the complete
database would identify the nature and distribution of
various complaint categories to identify key patterns
for possible solutions. Another limitation is that the
database was compared with FARS that involves only
fatal crashes. It would be more intuitive to compare this
database with General Estimates System (GES) data of
the National Automotive Sampling System, as GES
represents national estimates for all levels of severities.
Moreover, extended analysis on vehicle/component
model and complaint groups would identify more vehi-
cle models and associated major complaints. Current
limitations in this study can be addressed in future
studies.
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